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SUMMARY

The present paper deals with a hypothesis testing problem based
on conditional specification in a mixed model. A sometimes pool test
procedure using two preliminary tests has been proposed for testing the
hypothesis and the size and power of the testhave been derived.

Introduction .

1.1. Related Papers and Objective of the Present Study

Many investigations have been made in fixed and random
models to study the power of test procedures incorporating one or
two preliminary tests fpaull 8], Bechhofer [3], Bozivich, Bancroft
and Hartley [4], Bancroft [2], Srivastava and Bozivich [10], Gupta and
Srivastava [5], Saxena and Srivastava [9] and Mead, Bancroft and
Han [6] but only a few studies have be;en made for a mixed model
by Tailor and Saxena [12], [13], Bozivich, Bancroft and Hartley [4]
and Agarwal and Gupta [I].

The present study has been made with a hypothesis testing
problem based on conditonal specification in a mixed model
situation arising from a split-plot in time experiment. Uncertainties
involved in the model specification have been resolved by performing
two preliminary tests and based on the outcome of these tests, a
sometimes pool test has been proposed to test the hypothesis of no
treatment differences. Expressions for power components of the
test have been derived.
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1.2. The Model under Investigation and Conditional Specification

The mixed model understudy relates to an agricultural experi
ment called 'split-plot in time experiment'by Steel and Torrie [II].
Let us consider an experiment where yields are obtained on each plot
for't' cuttings of 's' alfalfa varieties in a randomised complete
block design of 'r' blocks. Let denote the observation in the r"*
block on the variety where the A;"' cutting was made. The
sample observations may, therefore, be represented by the model

T(;A:==f^+°';+P;+S,,,-fVA:+("Y)(fc+(PY)j7c+^(7fc' ...(1.2.1)

(.1=1,2, ,r,j=l,2, s,k=l, 2, ,t)

where (j. is the overall mean, P; and Yi are the variety and cutting
eifects, a,, the block effects and {^y)ik and (Py)^^: the interaction
effects. The error terms are assumed to be normally and
independently distributed with mean 0 and variance of the common
variance of the whole unit random component are normally
and independently distributed with mean 0 and variance a~, the
common variance of the sub-unit random component €'*. Let us
assume that the a'® are random and the P'" and y'® are fixed. Then

we further assume that

«; are NW (0, (7^),

S S ^(PY)yft=0, Mk

are NIDiO, ^(aY),fc=0,

The analysis of variance corresponding to model (1.2.1) may
be set up as in Table 1.1.

where a|, Oy and ojy enclosed within parentheses refer to finite popu
lation variances and equal T, /{s—I),!, yH{t—1) and ^
(5—I)(f—l) respectively. ' ^ ' itc

Our main interest is to test the hypothesis concerning Ya: when
nothing is known about the effects it produces in interaction with
«( or Now with ct|>o, if uncertainties about
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TABLE 1.1

Mixed Model ANOVA for a Split-plot in Time Experiment.

Source of Variation Degrees of Freedom Expected Mean Square

Blocks r-I

Varieties s-1 0^+ /c2+r/[o2]
€ 5 p

Error (a) (r-1) (i-1) o2 + f(r2
f 8

Cuttings M „2+jo2^+„[a2]

Cuttings XBlocks (r-l)(/-l) o2 + ^tr2
€ ay

Cuttings XVarieties <5-1) (M) a2 +,.[o2^]

Error(b) (r-l)(5-l)(M) (r2
f

interaction effects ekists, i.e., if aly'̂ o, then (1.2.1) becomes

Yijk—[A+«/ + + S,j-+Y&+ +(Py);&+jA.

a%>o,(yly>o; ...(1.2.2)

Ytjk=H'+«/+P;+^ij+Yfc+(«Y);fc+^tjk,

«|y=-o ; ...(1.2.3)

Y);•!:=+«;++8,-j+Yft+ i^y)jJt+ f;;/c,

a^y= o, CJ%> o ; ...(1.2.4)

Yijk=[^+<*1 + P;+-t-Yjt+ ^ijk,

for

or

for

or

for

or

for ^^=0, (Tpy ' o. ...(1.2.5)

In this case, (1.2.1) is said to be an incompletely specified model
or a model with conditional specification. If however, it is known
with certainty that > o, > o, then the appropriate model is
(1.2.2) only and (1.2.1) is completely specified. Similarly, if it is
known with certainty that a%'-=o, (s% = o, then the appropriate model
is (t.2.5) only and again (1.2.1) is completely specified. The latter
two situations are those of unconditional specification,
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1.3. Description of the Problems and the Pooling Procedure

,Let Vi, Fa, F3, Fi denote the mean squares respectively for the
four components of variation viz., error (6), cuttingsX varieties,
cuttiagsXblocks, cuttings (Table 1.1) with corresponding degrees of
freedon fit, its. Hi.and expectations ,o?, ol' °l< °i- In the,termino
logy of the area of conditional specification,of the model Ti and r2
are called doubtful error mean squares, Va the error mean.square and
Vi the treatment mean square. Accordingly, we may consider an
abridged 'anova' table as shown below :

TABLE 1.2

Mixed Model Abridged ANOVA

Source of.
Variation

Degrees of
Freedom

Mean
Square

Expected Mean • ' •
Square

! .

Treatments til ''

J

Vi

•True Error na •• •' . . Fa

•J". •II

Doubtful Error II "3

a a ^ 1 , 2X2 '
).

Doubtful Error 1 ni Vi
t a

The doubtful error I and the true error mean squares are
distributed as X? (t|/«(,(/= I, 3), where X? is the central chi-square
with Hi degrees of freedom and the remaining doubtful error II and
the treatment meansquares are distributed as of/'«a and ollm,
where and Xf are the non-central chi-squares withtig and m degrees
of freedom and the non-centrality parameters X2=rt2 (ff|—cr|)/2oi
and X4=/74 (fff—a|)/2CT| respectively..

Now given £(Fi)=fff 0=1,2,3,4) and dg and/or we are
interested in testing the hypothesis al=cj3 (i.e. X4=0) against
the alternative H, : {i.e. X4>0)1 Then if model (1.2.1) is
assumed, it is clear that the appropriate test procedure for
testingFo is to calculate f-statistic (j.e, F=V4lV3) and to reject it
whenever a significant value of F is observed. Similarly, if model
(1.2.5.) is assumed, our test criterion would be to calculate
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F={iii.+n2+H3)ViliniVi+HsV3+itzV3) and to reject //q if the calculated
value of F turns out to be significant. In fact with these situations of
unconditional specification of the model, the tests are uniquely deter
mined. However, uncertainty might exist about the interactions and
03 and/or (t| might equal af. In such a situation the uncertainty is
first Iresolved by testing in succession the preliminary hypotheses
Hqi : and Hoi : ct|=cji (r.^.,X2=0) against their corresponding
atternatives Hn : and H12, : o|>ct^ (?.e.Xa>0). Depending
on the outcome of these tests, appropriate tests are then devised to
make a decision about Ho. Testing of preliminary hypotheses in
succession and the final hypothesis thereafter leads to a sometimes
pool test procedure.

In making the tests for Hoi and HgZ, it is likely that evidences
may go against them and the hypotheses may be rejected in favour
of pronounced interactions. Having noted that some of these inter
actions are present, an experimenter may proceed to examine the
nature of these interactions. This may cause him to loose interest
in the overall differences between cuttings, because the presence of
cutting blocks interaction implies that the eifects of cuttings vary
from one block to another and likewise, the presence of cuttings x
varieties interaction entails the cutting differences not to be the
same from variety to variety and so a detailed summary of the
results ia needed. However, the present study applies to cases where
overall cutting differen'^es are of interest regardless of the presence
or absence of interactions.

The sometimes pool test procedure which we have proposed
for testing H^ consists in rejecting it if any one of the three mutually
exclusive events occurs :

(i) VslVi>F(n3,Hucti),VilVa>F{m,n3; «a);

(a) V3lVi<F{n3,ni',^i),
+"3;a3),F4'Fi3>i^(«4 «i+n3;a4);

070 K3/Fi<K«3,«i;«i), V2lVi3<Fin2,?tu
+n3,a.3),VilVi23'>F(ni,ni,+n3;<^5).

where

«iFi+"3^^3 rr
+ .1^1- «1+ ''3+^3

...(1.3.1)

and F{m,ny,^k) refers to the upper 1001^% point of the F-distribution
with («•,«;) degrees of freedom.



ON POWER FUNCTION. OT A SOMETIMES POOL TEST PROCEDURE 85

It may be remarked here that the split-plot in time experiment
is not the only analysis of variance situation giving rise to sometimes
pool test procedure (1.3.1). An analogous test situation may arise
from a mixed model experiment based on a three-way classification
with single observation per cell where one of the factors is random
and the other two are fixed.

2. Derivation of the Power Function

2.1. Integral Expressions for Power components

LetPi, Paand Pa denote'respectively the probabilities associated
with the three mutually exclusive events (r). (") and {Hi) of (1.3.1).
Then the probability P of rejecting i?o. which is, in general, the
power of the test will be the sum ofthe probabilities Pi, Pa and
Pa, i.e.,

3

' Pi, ...(2.1.1)

where

-2
1=1

Pi=Prob. {K3/Fi>F(«3,Wi;ai), F4/F3>(n4,«3;«a)}; ...(2.].2)

Pa=Prob. {F3/Fi<P(«3,«i;«i), Fa/Fi3>P(n2,ni

+«3;a3), F4/Fi3>P(«4,«i+rt3;«4)}; ...(2.1.3)

Ps^Prob. {F3/Fi<F(h3,/h;xi), F2/Fi3<F(n2,«i

-frt3;«3), F4Fi23>P(«4,ki-1-«2+«3;«b)}. ...(2.1.4)

The probabilities (2.1.2), (2.1.3) and (2.1.4) may be called the
components ufpower of the proposed sometimes pool test procedure.

Patnaik (1949) suggested an approximation to the non-central
chi-square according to which X| and X'| are approximately distri
buted as and where Xj and are the central chi-squares
with corresponding degrees of freedom.

^^2 _LV2=:«2 + ,V4="4 +
"2+4X2 ' "4+4X4

and the constant scale factors

+ «2+2X2 ' ' "1+2X4 ^



86 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Using Patnaik's approximation, the joint density of Fi, V2, V3
and F4 can be written as follows :.

exp
»2F2 . H3V3 . H4F4

(yfc2 cr| dlci

where ^ is a constant independent of the V's.

If we introduce the new variables

"^^4 ,, _ WaF'a
mVsCi ' ^ niFiCa ' _

1^'

where 531=-

and integrate out «4 over the range 0 to =>0, we get the joint density
of Ml, W2 and W3 as

1 «2^vs—1 «3in3+Jv4 —1
Mi,i/a,t/3 + ' -(2.1.5)

where

A— r'(^«i+lv8+^«34-|v4)
' r(i«i)r(-|va)r(i«3)r(K)'

The limits of integration of the new variables mi, and 1/3
corresponding to dilferent components are as follows :

For Pi: fl^W3<oo, 0<«2<c3o, b^ui<o°;

For/'a : 0<K3<fl, c+fus^iiz<ix>, ^u^cco;
W3

ForPs: 0<"3<a,.0^ui<c+fu3,
«3
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where

a=ull63i, b=u%lci, c—ullcz, d=u\lci,Bzi

e=ullc4Pgi,f=9siullc2, g^uyci, h^Cojilla^ai'

m=ullci.

£ind

M?= —=^K«i,«3;aa), , ,!
Hi 7/3 ,

+n3;«4),.

The integral expressions for the three components may,
therefore, be written as follows :

, f(ui, U2, Ms) <^if3 dui dui ;

09 CD

^•=J !
Ui=a «a=0 »/T=b

a <*•

...(2.1.6)

• ...(2.1.7)

U3- =0 u2=c+fua

I 'jiui, Ui, Ui) dUi dug dui, ...(2.1.8)
d+gUj

«i=

a c+fu3

«3 = 0 K2=0
«1 =

Ms

/(mx, M2, u3)'du3 dui dui. ...(2.1.9)
e+hUi+mii3

2.2. Series Formitlae for Power Components

The series formulae for different components of the sometimes
pool test procedure have been obtained by evaluating the integral
expressions (2.1.7), (2.1.8) and (2.1.9). These formulae arein terms
of finite series because of even integer, values assumed for «i, V2, Ws
and V4. • ,

Using (2.1.5) and (2.1.7) we may write Pi as follows :
CO CO

Pi = Ai

Jv4—1 ivg—1 ina+Jvi—1
Ml 112 Us

U}=a ui=0 ui=b
(1+«!,+M3+ + + +

du^du^dux', ...(2.2.1)



JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

If in (2.2.1) we put Z=(I + j;3+wiM3)/(l+Wa+M3+WiM3) and
integrate with respect to Z, we obtain

Pi =

ivi—1 J/ia + ivi—1
Ul Us

(1+H3 + MiW3)-"'+^"'+ '̂''
-dim dui.

• where

a b

J ^ r(^»i+'i«3+iv4)
' r(^«i) r(i«3) r(|v4)

...(2.2.2)

Again, if we apply the transformation .J'=(I+«3)/(I+H8+tV/3) in
(2.2.2) and then integrate with respect to y, we get

,...(2.2.3)

K-l

p, = . V (-o^( / )f".r ^(i+»3)^®Z. i«i+i«3+/ {I +(I+^))rr3}-"'
^=0 a

The binomial expansion of (I + ms)' and the transformation
jc=]/{!+(I+6)!/3} applied in (2.2.3) give on simplification

where

(l+6)i«

V//

and

h.-l

Sij = 2 i/ii+Jrt3+/
/=0 J=0

Bx(p,q) = (I-j)'"^ dy
0

Xi =
1

1+(1+Z))a'

...(2.2.4)

If we use the same method as in deriving Pi, we get the series
formulae for Pa and Pa as follows ;

Sm

Pi —

(1+(I+g)'^Bxl\ni+L+M, jui+r-J+K-L-M)

.(2.2.5)
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Ps
AiSijkl Bxsi{\m+L,

{l+eY-^(I^inY^Bx^i{\m-^L+M, hh-^I-J+K-L-M)
-Sm

...(2.2.6)
where

k

Sm = 2(i>
M=Q

iV4—1

Sijkl =5 iHl+iV2+i«3 + /
7=0 J=0

SO
JV3+/-1

V l'~^]
hh+bis+I-J+K Z^ VL )

K=Q L=0

AJa =
fl(l+/+g)

l + C+d+fl(l+/+g) '

^ fl(l+w)
l+e+ail+m) '

ail+f+m+fh)
l + c+e+ch+a{l+f+m+fh) '
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