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SUMMARY

The present paper deals with a hypothesis testing problem based
on conditional specification in a mixed model. A sometimes pool test
procedure using {wo preliminary tests has been proposed for testing the
hypothesis and the size and power of the test have been derived.

INTRODUCTION
1.1. Related Papers and Objective of the Present Study

Many investigations have been made in fixed and random
models to study the power of test procedures incorporating one or
twa preliminary tests [Paull 8], Bechhofer [3], Bozivich, Bancroft
and Hartley [4], Bancroft [2], Srivastava and Bozivich [10], Gupta and
Srivastava [5], Saxena and Srivastava [9] and Mead, Bancroft and
Han [6] but only a few studies have been made for a mixed model
by Tailor and Saxena [12], [13], Bozivich, Bancroft and Hartley [4]
and Agarwal and Gupta [I1.

The present study has been made with a hypothesis testing
problem based on conditonal specification in a mixed model
situation arising from a split-plot in time experiment. Uncertainties
involved in the model specification have been resolved by performing
two preliminary tests and based on the outcome of these tests, a
sometimes pool test has been proposed to test the hypothesis of no
treatment differences. Expressions for power components of the
test have been derived.
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1.2. The Model under Investigation and Conditional Specification

The mixed model understudy relates to an agricultural experi-
ment called ‘split-plot in time experiment’ by Steel and Torrie [11].
Let us consider an experiment where yields are obtained on each plot
for ‘t* cuttings of ‘s’ alfalfa varieties in a randomised complete
block design of ‘r” blocks. Let Yy denote the observation in the i*
block on the i** variety where the k" cutting was made. The
sample observations may, therefore, be represented by the model

Yije= 04848 Y+ (e)ie 1+ (BY) it € «.(1.2.1)
(=1, 2yereer, 1y J=1, 2yrveieey 8 k=T, 2y, 1)

where u is the overall mean, B; and v, are the variety and cutting
effects, «; the block effects and (av); and (BY); the interaction
effects. The crror terms 9;; are assumed to be normally and
independently distributed with mean 0 and variance ¢? the common
variance of the whole unit random component 8%;€;;, are normally
and independently distributed with mean 0 and variance o2, the
common variance of the sub-unit random component €. Let us
assume that the «’® are random and the B¢ and v’ are fixed. Then
we further assume that

o; are NID (0, 0'02(),
zﬁ,:o. zvk=o, E(am.: Z(BY)jk=0, (o)
I k k- J

are NID (0, Ggyjs 2(0‘Y)ik=0, Z (a¥)i#0.
’ k i .

The analysis of variance corrCSpondmg to model (1.2.1) may
be set up as in Table 1.1.

where o3, o2 and %, enclosed within parentheses refer to finite popu-
lation variances and equal T 8%/(s—1), Z Yi 2/(t—1) and Z Z (g7 )2,/
(s—1)(¢—1) respectively. TR

Our main interest is to test the hypothesis concerning Y, when
nothing is known about the effects it produces in interaction with
o or ;. Now with 02>0, 6520, 63>>0, 6> 0, if uncertaiaties about
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TABLE 1.1

Mixed Model ANOVA for a Split-plot _in Time Experiment,

Source of Variation Degrees of Freedom Expected Mean Square

Blocks r-1 uf+siuf
Varieties s-1 cf+fc§+rt[c§]
Error (a) ] (1D (D o§+tc§

; . 2.1 g2 2
Cuttings -1 ' o2 +scw+rs[ay]
Cuttings % Blocks (r-1) (¢-1) cf+ sogy
Cuttings X Varieties ~ (s-1) (1) o2+ "[°§,,1
Error (b) (r-1) (s-1) (¢-1D c?

interaction effects eXists, i.e., if o2,220, 05,30, then (1.2.1) becomes

Yip=p+o +ﬁj+8i sHYet ()it @Y)jk‘*‘ €ijs

for 6Z,>0,065,>0; +(1.2.2)
or Y=ttty +B;+ 8+ Yot (@i + €y

for kc§,>0, w2, =0; .(1.2.3)
or Vije=p-Fay+ByH8 v+ V) et €

for Goy=0,05,>0; .(1.2.4)
or Y=t o858t €

for o2, =0, ch=0. _ (1.2.5)

In this case, (1.2.1) is said to be an incompletely specified model
or a model with conditional specification. If however. it is known
with certainty that o2,>o, c§y>o, then the appropriate model is
(1.2.2) only and (1.2.1) is completely specified. Similarly, if it is
known with certainty that o2, =o0, ¢%, =0, then the appropriate madel
is (1.2.5) only and again (1.2.1) is completely specified. The latter
two situations are those of unconditional specification,
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AI.3L Description of the Problems and the Pooliug,-Procedure .

Let V1, Var Vs, Va denote the mean squares respectlvely for the
four components of variation viz., error, (b), cuttings X varieties,
cuttings X blocks, cuttings (Table 1. 1) thh correspondmg degrees of
freedon 1y, 1y, s, my.and expectations o%, 63, o2, 62. In . the,termino-
logy of the area .of conditional specification.of the model V1 and Va
are called doubtful error mean squares, V3 the error mean square and
V, the treatment mean square. Accordingly, we may con51der an
abmdged anova’ table as shown below

- TABLE 1.2

Mixed Model Abridged ANOVA

Source of . Degrees of Mean Expected Mean -- -

Variation e E‘eqdom_ . Square ) Square

o 1 . . o 1 .

e L, . . 2%4 ..

Treatments R TR A - —03 l+ :
-True Error . N R ¢ R o
’ - to K - n 27\2
Doubtful Error II Com Ve _ -." -01 A+—q
Doubtful Error I m Vi c:=cf

M S A

" “The doubtful error I and the triie error mean squares afe
distributed as %2 ¢ /m,(i=1, 3), where x?is the central chi-square
with #; degrees of freedom and the remaining doubtful error 1I and
the treatment mean squares are distributed as X,% o2/ny and X2 o3/na,
where X and X7 are the non-central chi-squares with #; and ns degrees
of freedom and the non-centrality parameters As=ng (% — o2)/20?
and M=n, (cr[i—csg)/Zc3 respectively..

Now given E(Vi)=0c? (z 1,2,3,4) and 0'3 and/or o220} We are
interested in testing the hypothe51s Hy~ 54——53 (i.e. 2:a=0) against
- the alternative H;: o2>c% (i.e. Xa>0). Then if model (1.2.1) is
assumed, it is clear that the apprepriate test procedure for
testingH, is to caiculate F-statistic (i.e, F=Va[Vs) and to reject it
whenever a sigaificant value of Fis observed. Similarly, if model
(1.2.5.) is assumed, our t=st criterion would be to calculate




84  JOURNAL OF THE INDIAN SOCIETY OF AGRICULTUKAL STATISTICS

F=(ny+ma+m)Va/iVi+nVa+nVs) and to reject H, if the calculated
value of F turns out to be significant. In fact with these situations of
unconditional specification of the model, the tests are uniquely deter-
mined. However, uncertainty might exist about the interactions and
o3 and/or o} might equal . Insuch a situation the uncertainty is
first iresolved by testing in succession the preliminary hypotheses
Hy : 03=0% and Hg, : o=c? (i.e.,22=0) against their corresponding
atternatives Hyy @ o3>o0r and Hi: oi>c? (i.e23>0). Depending
on the outcome of these tests, appropriate tests are then devised to
make a decision about H,. Testing of preliminary hypotheses in
succession and the final hypothesis thereafter leads to a sometimes
pool test procedure.

In making the tests for Hyy and Hoe, it is likely that evidences
may go against them and the hypotheses may be rejected in favour
of pronounced interactions. Having noted that some of these inter-
actions are present, an experimenier may proceed to examine the
nature of these interactions. This may cause him to loose interest
in the overall differences between cuttings, because the presence of
cutting x blocks interaction implies that the effects of cuttings vary
from one block to another and likewise, the presence of cuttings x
varieties interaction entails the cutting differences not to be the
same from variety to variety and so a detailed summary of the
results ig needed. However, the present study applies to cases where
overall cutting differences are of interest regardless of the presence
or absence of interactions.

The sometimes pool test procedure which we have proposed
for testing Hj consists in rejecting it if any one of the three mutually
exclusive events occurs :

(i) Va|V12>Fln3,n1;01), V4|V 3 22 F(11,ng; ¢io);

(if) Va/Vi<F(ngmsaa), ValVis 2 F(ng,n
d-ng;08), Va'Vis 22 Flna ny+-ng;04); -.(1.3.1)

(i) Vs/Vi<F(n3,u;e), Vo[Vig<F(ng,m,
+113;005), Va[ V193 22 F (113,111, + 113;0%5).

where

_ mVit"3Vs _ miV1it-mlVe4-1sVs
T mtns m—+Hzt+n3

and F(ni,n;0x) refers to the upper 1002,% point of the F-distribution
with (ni,n;) degrees of freedom.

Vi3 , Vias
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-1t may be remarked here that the split-plot in time experiment
is not the only analysis of variance situation giving rise to sometimes
pool test procedure (1.3.1). An analogous test situation may arise
from a mixed model experiment based on a three-way classification
with single observation per cell where one of the factors is random
and the other two are fixed.

2. DERIVATION OF THE POWER FUNCTION

2.1. Integral Expressions for Pdwer c-omponents‘

Let Py, Pz and Ps denoterespectively the probabilities associated
with the three mutually exclusive events (), (if) and {iii) of (1.3.1).
Then the probability P of rejecting Ho which is, in general, the
power of the test will be the sum of the probabilities Py, P2 and

Ps, ie.,
s :
P= 2 Pi, «(2.1.1)
i=1 : _
where

- Py=Prob. {Va[Vy 2 F(a,n;o), ValVa2(nanson)};  --(2.1.2)

Pa=Prob. {Va/V1<F(113,05;07), Va/V1a 2 F(nz,i
+ng;05), ValVia 2> F(na,m+nge4)}; ..(2.1.3)

P3=Prob. {Vs/V1<F(nz.n1;71), ValV13<F(na,m
+13;03), VaViea> F(na,ny -+ ne-+ns;a5)}. ..(2.1.4)

.The probabilities (2.1.2), (2.1.3) and (2.1.4) may be called the
components uf power of the proposed sometimes pool test procedure.

Patnaik (1949) suggested an approximation to the non-central
chi-square according to which X} and X% are approximately distri-
buted as ¢sX. 2 and cgX,%, where X, and X2 are the central chi-squares
with corresponding degrees of freedom.

432 422
=N 2 —hR 4
v2 2+"2+47\z ,V4’ 4+n4+47\4

and the constant scale factors

Do _ Y
ngf2g n,423 *

C‘g=1 +
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Using Patnaik’s approximation, the joint density of V1, Ve, Vs
.and ¥V, can be written as follows :

gV Vo,V Va)=A Viim—lydn—1p dn—1p -1

V; V: V: V.
exp {—%( AN N A Z§c4 )},
5Cy

31 G1Ce o3

where A4 is a constant independent of the Vs,

If we introduce the new variables

o naV, naV,
1 n3V3L‘4' > A2 ﬂ1V1cz >

n.
113=3§I,3, Uy= anl
V193 207

’

2
O3

where f3)=—5
. _ o

and infegrate out 4 over the range 0 to oo, we get the joint density
of uy, ¥2 and ¥3 as Rt

uliw-—] 'uz‘}vz—.l u3}.n3+ dvi—1 ‘ '
f(?ll,uz,u?) =4 {1+ us+ Uzt ulua)i‘m +ivatdng vy 0 .1 5)

where

Ay TGt by 35 tdu)
U TGP Gv) CEna) T (3vy)

The limits of ‘intcgration of the new variables u;, ws and us
corresponding to different components are as follows :

For Py : as3<<o0, 0CHe< o0, b1y < oo;
‘ N
For Py : 0Sus<a, c+fus Sup< o, % i< 0;
3

For P3: 0<3<a, O up<c+fus, igilll:f—+-ﬂ«<tll<<70,;
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‘where .
a=18/831, b=13/cs, c=ulfc2, d=u8/csf31’

e=ud/cy0, f=8s13ca, g=1llcs, h= cattdfcabs’

m=ud[cy;
and
0 . 0 Hy '
U= —2 F(ng,1;00), 42 = _‘F.(”bﬂa;%), BRI -(2.1.6)
m 7‘13 .. o,
0—_ M2 . 0 —
U F(ng,m-nsi03), ¢ n
3 ’n1+n3 (”2, 1+ 35 3)’ 4 . " +n F( 4,"1
+ng;04),.

0o— M
Ug= ' ,11_1_" 13 F(n4,711+"2+n3, 6) o ‘

The integral expressmns for the three components may,
therefore, be written as follows :

I S j f(ul, us, ua) dus dus duy ; o ';..(2.1.7)

us=a uz=0 m11=b :

. a o ‘m”' B v
Py= I J S " F i, g, ts) dug dug duy;  ..(2.1.8)
us=0 we=c+fus = __dtgus o
»Jh-— —_—“s'

a b+f[la ) o . E

Py= I I N S - fln, uz, uz) dus dus duy. ...(2.1.9)

us=0 1:=0 u _e+hus+mus
=Gl T s
- us

2.2. Series Formulae for Power Components

The series formulae for different components of the sometimes
pool test procedure have been obtained by evaluating the integral
expressions (2.1.7), (2.1.8) and (2.1.9). These formulae arein terms
of finite -series because of even integer values assumed for ny, ve, 13
and va.

Using (2.1.5) and (2.1.7) we may wrlte P1 as follows

R R N  (ha
=4 I S (1+u2-|—u3—|-ulua)i’h'*‘é"s'l'éna'f‘t%
wy=a u2=0"m=b
dy; dug duy ; «(2.2.1)

A
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If in (2.2.1) we put Z=(14uz+uius)/(1 +uz+us+wuus) and

integrate with respect to Z, we obtain
ll%Vl_l uglla'i'é"i—l

ho ;z[ 1J,. (1+us+u1ua)5"1+éns+1}v{ dus dus,

we(2.2.2)

. where
A = P(%ni-i-%na + %Vq,)
® 7 T(@ny) T(3ns) T(kva)

Again, if we apply the transformation y=(1+4us)/(1+us+ius) in

(2.2.2) and then integrate with respect to y, we get
tvi—1 ) (

P SEDCT )I u !

. 2 = %ﬂl‘{"%ﬂs’i'l {

(14uy)! du
I+ +b)113}*"‘ Fhs+1 23
.(2.2.3)

 The binomial expansion of (1+u3)’ and the transformation
x=1/{14+(1+b)us} appliéd in (2.2.3) give on simplification

. Bxy(3my+1—J, dma+J) -
Py= xS : (DT ) (2.24)
where
v, —1 Gvi—1). I
o= N DT S (4
: Im+tim+1 -
. I=0 J=0

Bx(p,q) = I yr(I—y)t dy

and
1

1T+ e
If we use the same method as in deriving P, we get the series
formulae for Py and Ps as follows : :
Pz = AIS[JKL

(14 )EM (14 Bxs(3i+L+ M, 3m+I—J+K—L—M)
(1 +c+d)étzx+l‘—J+K—L—M (1+f+g)%}n,+M+L

(2.2.5)
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Py = A1S1ixL { Bxsi(3n3+L, dm+I1—J—1L)

- (I+h)évz+f (1+e)%n1+[—J—L (1+m)%na+L

S (1+ )M (1+m)¥ Bxyp(3ns+L+ M, J2-111-I—I—J-I—K—L—M)}
(1+c+e+ch)-%ru+1—.l+K—L—M (1+f+m-}-f/1)§"3+L+M )

...(2.2.6)
where
k
sw= > ()
M=0
. Fvi—1 va—1 I
— 1Y
SkL = z =0'C 1) 2(1)
$m+dvetins+1 J
I=0 J=0
fvatJ—1 p+d—1_ 1T
> iz (2)
im+3ms+I1—J+K L,
K=0 L=0
oo aitfig)
7 Itetdtal+fte)
oy — a(l+m)
A7 Tteta(l+m)”
oy = a(1+f+m+fh)
% 1+ ct+etehta(l+f+mt+fh) *
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